




















































The BTU is passed to data link control for transmission. Data link control ap
pends link control information to form a basic link unit (BLU) and transmits this 
BLU (4) over the data link to the next node. 

After an error-free transmission, the receiving DLC element strips the link control 
information from the BLU and passes the remaining BTU to the receiving path. 
control element. Path control deblocks the BTU into individual PIUs (if neces
sary) and determines whether the destination transmission control elements are in 
the same node. If not, the PIUs are used to create one or more BTUs which are 
passed to a DLC element (7). The DLC element creates BLUs, and transmits 
them to the next node in the destination direction (8). 

The procedure just described is repeated for each link in the path until the path 
control element adjacent to the final transmission control element is reached (9). 
The final path control element assembles a complete BIU, and passes it to the 
transmission control element at the destination location (10). 

The transmission control element at the destination processes the control informa
tion contained in the RH and passes the remaining R U and/or parameters to the 
destination N AU. 

The procedure is identical for requests or responses, except that the roles of the 
origin and the destination are reversed. 

Function Management Services 

Data Flow Control 

Presentation Services 

Function management services provide for control of the data flow and for 
transformation of data presented to the network. 

Function management services include an element that provides data flow control 
protocol support. The data flow control protocol supplied by IBM is implemented 
through a set of encoded requests, called data flow control (DFC) requests, 
exchanged between data flow control elements. These requests are used to handle 
data units and structures such as chains of related request units. They are also 
used to manipulate the state conditions, such as "send" or "receive" state, that are 
defined by the IBM -supplied data flow control protocol. 

The data flow control protocol do not perform any transformation functions on 
end user requests (or responses), but assist the end user in controlling the flow of 
requests (or responses). 

For LUs, the data transformation elements are presentation services and logical 
unit services. The presentation services element of the logical unit (see Figure 
2-13) provides support for communication between end users engaged in LU to 
LU sessions. Presentation services includes support for application programs as 
end users, as well as for specific hardware capabilities such as a printer/keyboard 
used by a terminal operator end user. The application program end user employs 
a set of requests to invoke presentation services. Such a set of functional requests 
constitutes a presentation class. 

An important feature of the presentation class concept is that these functional 
requests need not depend on primitive device-specific characteristics or network 
configuration. Functional requests may be transformed by IBM-or customer 
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Figure 2-13. Logical Unit Function Management 
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supplied support programs at the function management layer into device-specific 
operations for a variety of devices. 

The function management layer provides the end user with various levels of 
presentation function; he is free to choose the level of presentation function to be 
applied. For example, the end user may use one of the presentation classes 
provided by IBM. Alternatively, the end user may choose to handle a considera
ble amount of presentation function and ask only that the presentation services 
element provide control of data flow. The end user can also elect to perform both 
presentation service and data flow control functions. In this case, the end user 
works directly with the transmission subsystem. An example of presentation levels 
in the host node is depicted in Figure 2-14, showing IMS and CICS program 
products and VT AM support. A presentation class is a complete set of opera
tions, which are performed on data units passed between end users. An end user 
may be an operator, certain physical device media, or an application program. 
The presentation class defines those operations available to each end user in 
communicating with the other end user. The presentation operations are defined 
separately from the format used to transmit the request or response between the 
presentation services pair. Error conditions are reported as errors relative to the 
class, and not as device-dependent conditions. 

In addition to allowing a set of end user-invoked functions to be mapped onto 
different devices, the presentation class establishes the environment that allows 
distribution of the presentation class operations. 

The function management services used to support LU-to-SSCP sessions are 
provided by a set of command processors. These L U services command 
processors receive commands from the end user, and may in turn issue replies or 
commands to the SSCP, in order to perform the requested functions. 
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Figure 2-114. Example of Presentation Levels (Host Node) 
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System Services Control Point 

SSCP-Logical Unit Sessions 
The functions provided to end users by the system services control point (SSCP) 
are performed by a set of command processors. These command processors in the 
SSCP receive commands from the LU services elements in various logical units 
and may in turn issue commands or replies to other NAUs, in order to perform the 
requested function (see Figure 2-15). The LU-to-SSCP session supports LU
related control and use of the communication system. Like other FM services, LU 
services uses the transmission subsystem to communicate with the SSCP. The 
SSCP command processors supporting network users are generically called 
network services. 

The LU services element allows the end user to enter commands for SSCP func
tions and provides the end user with appropriate replies to these commands. 

An SSCP command or reply may be "formatted" (field-formatted) or 
"unformatted" (character-coded). The field-formatted form is used for com
mands from a logical unit supporting application program end users. The 
character-coded form is used by logical units supporting terminal operator end 
users. The terminal operator submits the network services command as a charac
ter string, usually by keying the appropriate format on the terminal keyboard. 

When the entered command is character-coded, a translator at the system services 
control point transforms the command into a field-formatted command. Field
formatted commands sent to the SSCP are routed directly to the formatted 
command preprocessor for submission to the appropriate network services com
mand processor. 

SSCP-Physical Unit Sessions 
In addition to the services for users of logical units, the system services control 
point provides services for each physical unit in the configuration, as well as 
services to support the system operators or administrators who control the con
figuration. 

Each physical unit in the configuration has a session with the SSCP. A session 
also exists between the SSCP and the PU for the host node in which the SSCP is 
located. 

These sessions are used for control of the physical configuration and for control of 
individual nodes and their resources (e.g., data links). The element of the SSCP 
that supports the PU-to-SSCP session is network services. The network configu
ration services element processes commands and replies used for startup and 
shutdown of the physical configuration as well as individual physical units, and 
also handles commands and replies used for recovery and resynchronization after 
a failure. 

The SSCP also provides a control capability to the network operator / administra
tor. Significant changes in the status of the various elements of the communica
tion system are reported to the appropriate network operator/administrator. 

Chapter 2. Basic Concepts 2-25 



Network 
COMMUN ICATION 

Figure 2-15. System Services Control Point (SSCP) 

2-26 Systems Network Architecture General Information 

TRANSMISSION 
SUBSYSTEM 

COMMON 
NETWORK 



SSCP Network Services 
SSCP network services include management of the nodes and links that make up 
the network. SSCP network session services deal directly with each logical unit 
for initiating and terminating sessions between logical units. 

The network services provided by the SSCP include: 

1. Configuration services: Support the activation and deactivation of physical 
and logical units and data links, and maintain the status of these elements. 
These network elements may be activated and deactivated by the network 
operator. Configuration services also support startup, shutdown, and restart 
of these network elements. 

2. Maintenance services: Provide for testing the network facilities, as well as 
collecting and recording error information. 

3. Session services: Provide facilities for a logical unit or network operator to 
request that the SSCP establish or terminate sessions between logical units. 
Session establishment involves: 

• Transforming the network names (that appear in the session initiation 
requests from NAUs) into network addresses. 

• Establishing the operating protocol to be used during the session. 
• Establishing the structure of the data to be exchanged. 
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Chapter 3. Communication System Configuration 

Network Names and Addresses 
A network name is associated with each physical unit, link, and logical unit in the 
configuration. 

An end user requests a function or a service be provided by some element of the 
configuration by identifying that element's network name. The system services 
control point maintains a directory of network names, and transforms network 
names of physical units and logical units into network addresses. Names of links 
are also transformed into addresses. Network names are used by terminal 
operators, application programs, and network administrators. Network addresses 
are used within the transmission subsystem. They identify the origin and destina
tion of information units flowing in the communication system. 

The full network address is 16 bits long and consists of two parts: one identifying 
a subarea; and the second identifying an element within a subarea (see Figure 
3 -1 ). The boundary between the subarea and element parts of the network 
address is not specified, but for anyone configuration the location of the bounda
ry must be selected at system generation and remains constant for all addressable 
entities in the configuration. 

SNA also defines transformations to address forms which are local to nodes. 
These local addresses are used by nodes with limited capability that have no need 
to deal with the full 16-bit network address. 

Certain nodes of a network are responsible for a subarea. The specific subarea is 
identified by the subarea address associated with the node. These nodes handle 
transmission headers whose destination and origin address fields contain full 
network addresses. They also properly forward path information units (PIUs) for 
other subareas within the configuration. If the destination address field (OAF) 
contains a subarea address which identifies one of the subareas for which the node 
is responsible, the node uses the element address of the OAF to route the PIU to 
its destination. 

If the final node cannot handle full network addresses, the node responsible for 
the subarea converts full network addresses to the local address form used by the 
final node. The subarea node converts the local address to a full network address 
when the PIU is flowing in the other direction. 

\ .. 16 bits 

subarea element 

variable boundary 

Figure 3-1. Network Address 

Chapter 3. Communication System Configuration 3-1 



Logica~1 Configuration 
An abstract view of the subarea configuration of a typical network is shown in 
Figure 3-2. Figure 3-3 shows a more concrete view. The SSCP provides control 
for both a fixed and variable portion of the logical configuration. The fixed 
portion has a static physical configuration, and the location of the various ele
ments (physical units, logical units, and so forth) does not vary; the network 
addresses of these elements are fixed. The fixed portion of the logical configura
tion may consist of one or more subareas and associated physical and logical units. 
The units making up the fixed portion are connected by nons witched communi
cation lines. 

The SSCP also provides control for a variable portion of the logical configuration 
through fixed access points. The location of these variable portions may vary 
from one "connection" to the next. The units of the variable portion connect to 
the fixed access points through switched communication lines. The network 
addresses associated with the elements within the variable portion may not be 
assigned until the physical connection is made. 

A form of the variable logical configuration exists for application programs 
managed by a host operating system. These application programs use fixed access 
points provided by the operating system. The application program may "connect" 
to the logical configuration at different access points from one connection to the 
next. 
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Physical Configuration 

Types of Network Nodes 

Data Link Configurations 

The physical configuration of a network is defined in terms of four node types: 
host, communication controller, cluster controller, and terminal. 

It should be noted that devices are physical entities that exist in the physical 
configuration. However they do not have network addresses and do not exist in 
the configuration information used by the SSCP. Devices are physical resources 
that are controlled and allocated by the cluster controllers or terminals. 

Figure 3-3 shows the types of c~:>nnections defined. Host nodes and communica
tion controllers can control a subarea. Figure 3-3 shows three subareas. 

A host node is a multiple-purpos,e facility that houses the system services control 
point in addition to executing application programs, managing data bases, and so 
forth. Examples of a host node are System/370 computers with VTAM and 
DOS/VS, OS/VS1, or OS/VS2. 

A communication controller node is dedicated to the task of controlling commUni
cation lines (and related resources such as buffers) in addition to performing the 
functions related to supporting one or more subareas. Examples of a communica
tion controller node are the IBM 3704 or 3705 with NCP /VS. 

Cluster controller nodes support the attachment of a wide spectrum of devices to 
satisfy the requirements of a broad range of end users. Cluster controllers have 
less network management capability than host nodes or communication control
lers. Cluster controllers use a local form of addresses. Examples of a cluster 
controller node are the IBM 3601 and 3791. 

Terminal nodes have the least network management capability of all network 
nodes and use a local form of addresses. An example of a terminal node is the 
IBM 3767. 

A communication controller node may provide two types of facilities: 
intermediate functions and boundary functions. A communication controller 
node providing an intermediate function routes messages to other subareas based 
on full network address processing. A communication controller node providing a 
boundary function converts a full network address (outbound from the host) to a 
local address form for adjacent cluster controller or terminal nodes. Cluster 
controller and terminal nodes depend on the node to which they are attached for 
support in scheduling the flow of data within a session. 

Any communication controller node to which a terminal node attaches also 
provides rudimentary physical unit services for the terminal node. 

The physical configuration of a network is also determined by the data links used 
to connect the nodes of the network. The data links are of two types: the 
System/370 data channel, and SDLC communication channels. SDLC, in partic
ular, allows a rich selection of communication configurations, such as point-to
point, multipoint, and loops. For further details, consult the IBM SDLC General 
Information manual (GA27-3093). 
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Chapter 4. Communication System Protocol 

Figure 4-1 illustrates the relationships of the SNA elements in support of end user 
communication. It shows the SNA-defined facilities used to transmit control 
information and data units between various elements of the communication 
system. This figure illustrates a fundamental concept of SNA: the symmetry of 
functional capabilities at each end of a session. SNA defines the mechanisms for 
communication between functional elements to support end user to end user 
communication. The flow of requests and responses (RUs) takes place between 
paired function interpreters -one at each end of the session. The connection 
point manager recognizes four types of function interpreter pairs: the function 
management (FM) pair, the pair associated with data flow control (OPC), the pair 
associated with session control (SC), and the pair associated with network control 
(NC). 

A function request is generated in the form of an RU at one end of the session by 
a function interpreter, and sent to the other end. There it is given to the appro
priate function interpreter, which interprets the request and manages its execution. 
Based on end-to-end control information that accompanies the request, the 
executing function interpreter may send a response back to the originating func
tion interpreter. 

During a session between NAUs, requests and responses may flow in either 
direction or in both directions concurrently. 

Chapter 4. Communication System Protocol 4-1 



Pairing .......-------... 

User data 
End User records End User ..... - ... 

Function Management FM data RUs Function Management .... --- ----- -.-.- ...... ----------. 
Data Flow Data Flow 
Control DFC RUs .. 

Session 
I 
I Session 

Control I Control SC and NC RUs Control .... 
_J L_ _~ L_ .--- . ....- ...... 

- - Connection - -- Connection -
Point 

RH 
Point 

Manager .... 1----- ... Manager 

Path Control Path Control 
TH ...... ... 

Data Link DLC Data Link 

Control Headers/Trailers Control ... 

::s;;:: data -----J ) 
___ link ~ 

--------data flow---

~ -------_.------. 
Figure 4-·1. SNA Internal Communication 

4·2 Systems Network Architecture General Information 



Function Management Protocol 
The elements of the transmission subsystem provide for interactive or hatch 
exchange of information between function management elements. SNA describes 
particular modes of operation available to FMs to assist in meaningful dialog. The 
concepts of immediate control, delayed control (with immediate or delayed 
request), and immediate and delayed response are defined. Also defined is the 
concept of chains of RUs. 

Immediate and Delayed Control Mode 
The terms immediate and delayed control denote the type of network synchroni
zation expected by the issuer to transmission services. Immediate control mode 
means that the issuer will send a single RU and wait for a response before sending 
another. Delayed control mode means that the issuer may send many requests 
before waiting for a response. Two options are available within the delayed 
control mode: immediate request and delayed request. Immediate request 
denotes that the issuer may send a number of requests; however, only the last of 
these requests may indicate a definite response. That is, once a request requiring 
a definite response has been sent, no more requests may be issued until the 
definite response has been received. Delayed request mode allows the issuer to 
send multiple requests, each soliciting any form of response, without waiting for 
intervening responses. 

Immediate and Delayed Response Mode 

Forms 0/ Response 

Chaining 

Immediate and delayed response modes denote the manner in which the receiver 
of a request returns a response. Immediate response mode indicates that respon
ses are to be returned in the same order in which the requests were received. 
Delayed response mode indicates that the receiver may accept several requests 
before responding, and that the respons~s to these may be returned in an order 
different from that in which the requests were received. 

An FM interpreter may elect to be notified of the state of its requests within the 
receiving FM interpreter. The FM interpreter can specify that a definite response 
be returned. The specification of exception response enables the FM interpreter 
to ask that responses be returned only on detection of error conditions. These 
capabilities are implemented via control bits in the RH portion of a BIU 
(RH/RU). 

The issuer of the request passes requests into the network in the form of request 
units. These units of data are delivered by the transmission subsystem to the 
designated function interpreter, which may send back a response (response unit) 
to the function requester. The issuing function requester may specify a relation
ship, called chaining, for consecutive RUs. A chain may consist of a single RU or 
may consist of several consecutive RUs. Every RU belongs to one and only one 
chain, which has a well-defined beginning and end indicated via control bits in the 
RHs for the RU chain. Chains for a given function requester may not intermingle; 
one must stop before the next begins. The fundamental characteristic of a chain 
is that if one of its RUs cannot be processed, then the entire chain must be 
discarded. Error recovery action is done using the chain as the basic recoverable 
unit. 
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Data Flow Protocol 

Potential ways to use chaining are: 

1. RU consists of a line of keyboard input: a chain consists of several such lines, 
which together form a transaction input. 

2. RU consists of a line of printer output: a chain consists of several such lines, 
which together form a message. 

Function management chains are processed by IBM data flow protocol as if they 
were independent of each other. That is, a chain found to be in error is discarded. 
The next chain received is passed to the FM interpreter for processing. If the 
successive chains must be sequentially processed, it is necessary to synchronize at 
the end of each chain with a request for a definite response and to run in immedi
ate request mode. 

Data flow control elements provide a set of control functions that the FMs can use 
to control the flow of FM data within a session. A set of commands enables FMs 
to manage aspects of the data flow such as quiescing the flow under various 
conditions, and assisting in the recovery procedures between NAUs. 

Session Control Protocol 
Session control is responsible for the resource allocation necessary for a session 
between two NAUs. A set of commands supported by session control enables two 
NAUs to establish a session, assists in error recovery, and in reestablishing a 
session after a catastrophic error, and supports requests from the SSCP to initiate 
a session. 

Network Control Protocol 
Network (!ontrol functions are special functions used to communicate between 
adjacent CP Managers without formally establishing a session. 
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Chapter 5. l'ransmission Subsystem Data/Control Flow 

The protocol for a session allows independent two-way flow of data between 
NAlls. The definition of the transmission subsystem data and control flows 
encompasses the FM pair (FM/FM), and control function pairs (DFC/DFC, 
SC/SC, NC/NC). The connection point manager coordinates the concurrent 
session management control and FM data flow. 

Data Flow (FM Data Pair) 
When a session is established between two NAUs, one NAU acts as a primary and 
the other as a secondary (data flow is symmetric; control flow is asymmetric). 
Two data flows are established: primary to secondary, and secondary to primary. 

The primary NAU sends requests and receives responses (to its requests) on the 
primary-to-secondary flow. The secondary NAU sends requests and receives 
responses (to its requests) on the secondary-to-primary flow. 

The physical implementation of the primary-to-secondary flow is concerned with 
transmitting data units from an origin to a destination. This physical view groups 
requests and responses issued by the primary in one flow and requests and respon
ses issued by the secondary in a second flow. Another characteristic of requests 
and responses is that of processing order. Each transmission subsystem data flow 
(primary to secondary, secondary to primary) is defined such that requests (or 
responses) are processed in the same order in which they were entered into the 
transmission subsystem. The term normal flow is used to describe this require
ment. 

Control Flow (DFC, SC, NC Pairs) 
The set of control functions defined by the DFC, SC, and NC clement pairs 
consists of requests and responses that affect the FM data flow. Some control 
function requests and responses must be processed in the same order in which 
they are entered into the transmission subsystem with respect to the PM data 
requests and responses. These control functions therefore are transmitted on the 
normal flow and are processed in line with FM data requests and responses. 

Other control function requests and responses must not be held up by preceding 
normal flow requests and responses. An independent flow, the expedited flow, is 
defined, whose requests and responses can be given priority over normal flow 
elements. A control indicator in the TH is used to identify the selected flow for an 
RU. The expedited flow is separate from and controls the normal flow. The state 
of the normal flow (e.g., active, quiesced) has no effect on the capability of 
control functions to flow on the expedited flow. This allows the CP Manager to 
process the expedited flow when there is a stoppage in the normal flow. 
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Sequence Numbers 

Pacing 

The normal flows utilize a sequence number generator (one pair per session) 
located in the CP Manager for the NAU issuing the request. All normal flow 
requests for a session are assigned sequence numbers. Each expedited flow 
generally has a limited request flow and therefore requires only a simple form of 
identification. A unique identification number is used for outstanding requests in 
each expedited flow. 

Pacing is a mechanism that permits a receiving CP Manager to control the rate at 
which it receives normal data flow requests. This includes both function manage
ment (FM) data and control functions flowing on the normal flow. It is used in 
cases where the sending FM can generate requests either faster than the receiving 
FM can process them, or faster than the network can transmit them. When a CP 
Manager exists within the path between the two end CP Managers, staged pacing 
can occur; i.e., sending CP Manager to middle CP Manager, and middle CP 
Manager to receiving CP Manager. 

The transmission subsystem allows the sending CP Manager to send n normal 
flow requests before needing a pacing response to indicate that the next n re
quests can be sent. The receipt of a pacing response by the sending CP Manager 
will allow the next n requests to be sent. To allow a steady flow of requests, 
without a long pacing response delay after n requests have been sent, another 
parameter m is defined. This allows the receiving CP Manager to generate and 
send its pacing response after m (m less than or equal to n) of the n requests 
have been received. 

SNA Control Information 

Trans""ission Header (TH) 

SNA conveys control information concerning the management and operation of 
the network via three basic mechanisms: the transmission header (TH); the 
request-response header (RH); and reserved parts of particular request-response 
units (RU). The following is a general discussion of the TH, RH, and RU. 

Each unit of information (basic information unit or segment of a BIU) that is 
transferred through the network must have associated with it a transmission 
header containing the control information required by path control for handling of 
the BIU. The following control information is encoded in the TH: 

1. Format identification field (FID) defines the subsequent format of the TH and 
the type of TH fields involved with the transmission. FID 1 is used between 
the host and communication controllers and between two communication 
controllers. FID 2 is used between communication controllers with boundary 
function and cluster controllers. FID 3 is used between communication 
controllers with boundary function and terminals. See Figure 5-1. 

2. Mapping, sequence number, and data count fields are used in support of 
segmenting BIUs into transmission units. 

3. Primary to secondary and expedited flow fields enable the specification of the 
data flow for this transmission. 

4. Destination address field (DAF) and origin address field (OAF) contain the 
network addresses or local addresses involved in the session to which a trans
mission applies. 
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Request-Response Header (RH) 
The request-response header contains control information to assist the connection 
point manager in the routing of RUs. Some data flow control information is also 
passed in the RH. 

The following control information is encoded within the RH: 

1. Routing information (FM data, DFC, SC, NC). 
2. Information concerning chaining. 
3. Indicators for form of response desired (definite, exception, none). 
4. Indicators to specify unique requests and responses relating to sense data and 

pacing. 
5. Indicators for DFC information. 

Request/Response Unit (R U) 
The request-response unit normally contains user data but may contain control 
information to assist in the routing of particular types of messages through the 
network. Network RU formats are defined for all transmission control compo
nents and network services. 
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Abbreviations 
BIU 
BLU 
BTU 
CP 
OAF 

OFC 

OLC 
FlO 

FM 

LU 
NAU 
NC 
NS 
OAF 

PC 
PIU 
PS 
PU 
RAS 
RH 
RU 
SC 
SDLC 
SNA 
SSCP 
TC 
TH 

basic information unit 
basic link unit 
basic transmission unit 
connection point 
destination address field 
data flow control 
data link control 
format identification 
function management 
logical unit 
network addressable unit 
network control 
network services 
origin address field 
path control 
path information unit 
presentation services 
physical unit 
reliability, availability, and serviceability 
request-response header 
request-response unit 
session control 
Synchronous Data Link Control 
Systems Network Architecture 
system services control point 
transmission control 
transmission header 
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address, network 2-4, 3-1, 5-2 
application layer 2-4 

BIU (basic information unit) 2-13, 2-18, 5-2 
segment 2-13,5-2 

blocking (of PIUs) 2-15,2-18,5-2 
BLU (basic link unit) 2-18,2-21 
boundary functions 3-5, 5-2 
BTU (basic transmission unit) 2-15, 2-18, 2-21 

chaining 4-3, 5-2 
chains (of RUs) 2-21,4-3 
channel, S/370 data 2-18, 3-5 
character-coded commands 2-25 
cluster controller 3-5, 5-2 
commands, 

character-coded 2-25 
field-formatted 2-25 

common network 2-8, 2-13 
communication 

controller 2-15,3-5,5-2 
system 2-4, 3-1, 4-1 

configuration services 2-27 
control, 

data flow 2-21, 4-1, 4-4 
data link 2-8,2-18,2-21 
delayed 4-3 
immediate 4-3 
network 2-13, 4-], 4-4 
path 2-8,2-15,5-1 
SOLC 2-18,3-5 
session 2-13,4-1,4-4 
transmission 2-8, 2-15, 5-3 

CP (connection point) manager 2-13, 4-1, 4-4 

OAF (destination address field) 3-1, 5-2 
data flow control 2-21, 4-1, 4-4 
data flows 5-1 

FM 5-1 
data link 2-18, 2-21, 3-5 

control 2-8, 2-18, 2-21 
definite response 4-3, 5-3 
delayed control 4-3 
delayed request mode 4-3 
devices 3-5 

element field (in network address) 3-1 
end users 2-4,2-23,2-25, 3-1 
exception response 4-3, 5-3 
expedited flow 5-1 
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